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ABSTRACT. A lineararithmic ($n \log n$) randomized method based on POP-MUSIC (Partial Optimization Metaheuristic Under Special Intensification Conditions) is proposed for generating reasonably good solutions to the travelling salesman problem. The method improves a previous work with empirical algorithmic complexity in $n^{1.6}$. The method has been tested on instances with billions of cities. For a lot of problem instances of the literature, a few dozens of runs are able to generate a very high proportion of the edges of the best solutions known. This characteristic is exploited in a new release of the Helsgaun's implementation of the Lin-Kernighan heuristic (LKH) that is also able to produce rapidly extremely good solutions for non-Euclidean instances. The practical limits of the proposed method are discussed on a new type of problem instances arising in a manufacturing process, especially in 3D extrusion printing.

1. Introduction

The travelling salesman problem (TSP) and its variations is probably the most studied NP-hard combinatorial optimisation problem (Voigt, 1832; Punnen & Gutin, 2007; Cook, 2012; Cacchiani, Contreras-Bolton, & Toth, 2020; Ha, Deville, Pham, & Hà, 2020; Campbell, Corberan, Plana, Sanchez, & Segura, 2021). Now, we are able to exactly solve instances up to several thousands of cities and to find solutions for instances with millions of cities at a fraction of a percent above the optimum (Applegate, Bixby, Chvátal, & Cook, 1999; Applegate, Cook, & Rohe, 2003; Merz & Hulse, 2008; Helsgaun, 2009, 2016; Rego, Gamboa, Glover, & Osterman, 2011).

The work of Johnson and McGeoch (1997) has shown that the best heuristic methods are local searches based on a neighbourhood proposed by Lin and Kernighan (1973) (LK for short). This neighbourhood is based on a chain of 2-opt moves, where two edges are replaced by two others. This neighbourhood can be improved by considering $k$-opt moves, with $k$ up to 5 (Helsgaun, 2009, 2016).

A key point for implementing a fast and efficient local search is to use a neighbourhood of limited size containing the pertinent moves (i.e. moves involving only the edges of fairly good tours). Doing so, only a subset of moves is evaluated for speeding-up the computation. A way to limit the number of moves, is to generate a few dozens of different TSP solutions of moderately good quality with a fast randomized heuristic. Only the edges contained in
these tours are considered for building moves. This technique for reducing the complexity of the local search was called tour merging by Applegate, Bixby, Chvátal, and Cook (2007). This article proposes a method with a reduced algorithmic complexity for generating a limited subset of pertinent edges that must be used in the solution tour. Previous works (Taillard, 2017; Taillard & Helsgaun, 2019) proposed a 1-level decomposition method for generating good candidate edges. The empirical complexity of the method was approximated with a function proportional to $n^\alpha$. The best estimate of $\alpha$, after one comma position, was found to be $\alpha \approx 1.6$.

The method proposed in this article is based on two main steps: first, an initial tour is built with a recursive randomized procedure, with a linearithmic algorithmic complexity ($n \log n$). This initial tour is then improved in linear time with a fast POPMUSIC (Partial Optimisation Metaheuristic Under Special Intensification Conditions). Since the complexity of the method is linearithmic, extremely large instances can be treated with a standard personal computer. Experiments with more than 2 billion of cities are reported for the first time. These massive datasets instances consider toroidal distances in 2D. For such instances, the expected optimal solution length is known (Johnson, McGeoch, & Rothberg, 1996). The deviation to the optimal solution observed by the method proposed is about 10%, which is less than the half of the deviation observed by the well-known nearest neighbour greedy heuristics.

These positive results may be explained by the fact that a polynomial approximation scheme exists for geometric instances (Arora, 1998). Very shortly, the polynomial approximation scheme suggested by Arora (1998) proceeds by decomposing TSP instances into a large number of “independent” and smaller instances. The algorithm proposed in this article also exploits instance decomposition.

To explore the limits of the proposed method, the last is tested on TSP instances for which the distances are not purely geometric. First, instances of clustered TSP (CTSP) have been transformed into standard TSP instances by the technique consisting of adding an arbitrarily large constant $M$ to inter-cluster costs. It is known that the technique introduce a fair amount of degeneracy in the problem (Laporte & Palekar, 2002). Despite this, 20 runs of the method proposed in this article are able to find more than 99% of the edges contained in the best solutions known for a classical CTSP data set. The same number of runs of the nearest neighbour heuristic is able to find less than 86% of these edges.

To build instances with a larger amount of degeneracy, a new application occurring in 3D extrusion printing is proposed. It is shown that modelling the problem of minimizing the unproductive moves of the extrusion head as a TSP and solving this TSP with a state-of-the-art method (Helsgaun, 2018) can vastly improve the solutions reported in the literature (Volpato, Galvão, Nunes, Souza, & Oguido, 2020). However, we have observed that the proposed method cannot produce a reasonable solution to a 3D extrusion printing instance with several hundred of layers expressed as a single TSP instance with several hundred-thousands of cities.
The article is structured as follows: Section 2 presents the new $n \log n$ heuristic for the TSP. Section 3 presents a first analysis of the method on standard TSP. First, it is shown that the empirical complexity of the method is linearithmic, as expected. Then the solution quality produced for very large toroidal instances is analysed. Finally, it is shown that the method generates a very large proportion of edges belonging to the best solution tours. Section 4 introduces a TSP model for minimizing the unproductive moves in production processes. Numerical results show that the model can efficiently solve this kind of problem with a good TSP solver. These instances are also used to explain the limits of the new heuristic presented in this paper. Conclusions and future research avenues are presented in the Section 5.

2. The linearithmic Heuristic for the TSP

The new heuristic proposed for finding a tour on a set $C$ of $n$ cities is decomposed in two phases. The first phase builds an initial path, including all the cities of the instance by a recursive process. Then, in a second phase, the initial tour is improved by a truncated POPMUSIC algorithm. The Algorithm 1 gives a sketch of the new algorithm proposed. It calls two procedures that are presented in the next sub-sections. These procedures require both another procedure that is able to provide a very good path that includes all the cities of a relatively small subset of cities. This procedure can be either a local search based on LK neighbourhood, or a local search based on a reduced set of 3-opt moves (this is the choice in the LKH 2.0.9 implementation (Helsgaun, 2018)) or any other optimisation procedure, even an exact one, provided that it can deal with few hundreds of cities.

**Algorithm 1**: Overview of the fast heuristic proposed for the TSP.

- **Data**: Set $C$ of $n$ cities $c_1, \ldots, c_n$, parameter $t \leq n$
- **Result**: Tour $T$ including all cities of $C$

1. Choose a random city $c_i \in C$;
2. $P = \text{ReorderPath}((c_i, \ldots, c_{i-1}, c_{i+1}, \ldots, c_i), t)$;
3. $T = \text{FastPopmusic}(P, t^2)$;

For adapting POPMUSIC to the TSP, the choice was to optimise sub-paths of an initial tour. One of the “special conditions” required by this technique is that two portions of the initial tour, separated by many cities, should not be interleaved. So, an appropriate procedure must be designed for generating an initial solution meeting this condition.

2.1. Building an initial tour. For generating an initial tour that can be further improved with a fast POPMUSIC algorithm, a city $c_i$ is randomly chosen. Since the method is based on improving paths, a feasible TSP tour can be seen as finding a path beginning in $c_i$ and ending in $c_i$. So, the method starts with the path $P = (b = c_i, c_1, \ldots, c_{i-1}, c_{i+1}, \ldots, c_n, c_i = e)$ that defines a (random) feasible TSP tour.
Figure 1. Illustration of Algorithm 2 on a small instance (first 100 cities of Dimacs E1k.0). First call of the procedure, with parameter $t = 5$. Path on a random sample (bold and light line) and reordered path $P_S$ completed with all cities before recursive calls of the procedure at line 12. Paths $P_1$ to $P_5$ are drawn with different colours and different backgrounds highlight them.

Let $t$ be the only parameter of the method, not depending on $n$. A shown in Section 3, a value of $t$ between 10 and 20 is convenient. If not specified otherwise, the LKH 2.0.9 implementation takes $t = 10$.

If $n \leq t^2$, then a very good path passing once through all cities of $P$, beginning at city $b$ and ending at city $e$ can be found, for instance with a local search using LK moves or even with an exact method. A good tour is built and the method stops.

Else, if $n > t^2$, a sample $S$ of $t$ cities is chosen by including in $S$:

- $u \in C \setminus \{b, e\}$, the city closest to $b$
- $v \in C \setminus \{b, e, u\}$, the city closest to $e$
- $t - 2$ other cities of $C \setminus \{b, e, u, v\}$ randomly picked

A good path $P_S$ through all the cities of sample $S$, starting at city $b$ and ending at city $e$ can be found with a local search or an exact method. Let us rename the cities of $S$ so that $P_S = b, s_1, s_2, \ldots, s_{t-1}, s_t, e$.

Path $P_S$ can be completed to contain all the cities of $C$ by inserting them, one after the others, just after the closest city of $S$. So, the completed path.
Figure 2. Illustration of Algorithm 2. A final path that can be returned by the algorithm on the instance of Figure 1. The path $P_1$ was recursively decomposed into $t = 5$ pieces. The path on a sample of cities of $P_1$ (plus the city preceding $P_1$ and the city $s_2$ of $P_2$) found at line 7 of the algorithm is indicated by the bold and light line. The paths $P_2$ to $P_5$ contain no more than $t^2 = 25$ cities and are directly optimised.

$P_S = (b, s_1, \ldots, s_2, \ldots, s_t, \ldots, e)$ improves the initial path $P$. Figure 1 gives an example of $P_S$.

At this step, the order of the cities in the completed path $P_S$ between two cities $s_j$ and $s_j + 1$ is arbitrary (as it was for $P$ at the beginning of the procedure). The sub-paths $P_1 = (b = s'_1, \ldots, s_2), P_2 = (s'_2, \ldots, s_3), \ldots, P_t = (s'_t, \ldots, e = s_{t+1}) \subset P_S$ can be further improved with $t$ recursive calls of the same procedure, where $s'_j$ is the city just preceding the first one of the path $P_j$. The Algorithm 2 describes the process in details. Figure 2 gives the final tour found by applying Algorithm 2 for a small instance.

When all recursions stop, the cities are ordered in such a way that the TSP tour can be successfully improved with a POPMUSIC-based heuristic. If $t$ is considered as a fixed parameter (not depending on the problem size $n$), the algorithmic complexity of this procedure is $n \log n$.

2.2 Improving the initial tour with a fast POPMUSIC. In Taillard (2017), POPMUSIC metaheuristic is adapted for the TSP by optimizing
**Algorithm 2: ReorderPath.** Procedure to improve a path $P$. It requires a procedure OptimisePath able to efficiently find a good path for instances containing less than $t^2$ cities.

**Data:** Path $P = (b, \ldots, e)$, parameter $t$  
**Result:** Path $P_S$ from $b$ to $e$ containing all cities of $P$ reordered

1. if $|P| \leq t^2$ then
   1. $P_S = \text{OptimisePath}(P)$
2. else
   3. Find $u \in P \setminus \{b, e\}$, the closest city to $b$;
   4. Find $v \in P \setminus \{b, e, u\}$, the closest city to $e$;
   5. Randomly select a sample $S$ of $t - 2$ cities from $P \setminus \{b, e, u, v\}$
      6. $S \leftarrow S \cup \{u, v\}$;
   7. $P_S = (b, s_1, \ldots, s_t, e) = \text{OptimisePath}((b, (S), e))$;
   8. for $c_j \in P, c_j \notin P_S$ do
      9. Find the city $s \in S$ the closest to $c_j$;
     10. Insert $c_j$ in $P_S$ just after $s$
   11. $s_{t+1} = e$;
   12. for $j \in \{1, \ldots, t\}$ do
      13. $s_j'$ = city preceding $s_j$ in $P_S$;
     14. $P_j$ = sub-path of $P_S$ from $s_j'$ to $s_{j+1}$;
     15. $P_j \leftarrow \text{ReorderPath}(P_j, t)$;
     16. In $P_S$, replace the sub-path from $s_j'$ to $s_{j+1}$ by $P_j$;

sub-paths containing $R$ consecutive cities of the tour, where $R$ is a parameter. The optimization procedure can be exactly the same as those used in Algorithm 2. The optimizations are repeated until there is no subset of $R$ consecutive cities in the tour that can be improved.

For getting good candidate edges by the tour merging technique, we have remarked that it is not required to run POPMUSIC until all sub-paths of $R$ consecutive cities have been optimised. Instead, we propose to speed up the method by optimising the tour in 2 scans. A first scan optimizes $\lceil n/R \rceil$ non-overlapping sub-paths of $R$ cities at most. Then, the tour is shifted by $\lfloor R/2 \rfloor$ cities and a second scan optimises sub-paths involving about $R/2$ cities of two adjacent sub-paths of the first scan.

If $R$ does not depend on $n$, then the algorithmic complexity of the improvement with the fast POPMUSIC is linear with $n$. To have a method with a unique parameter, $R$ can be set to $t^2$. Figure 3 illustrates the improvement of a solution with the fast POPMUSIC technique.

3. **Computational results on classical TSP instances**

The heuristic method proposed in this article was coded in C. The programming style was purely sequential, so only one CPU core is used during the runs. The personal computer used for the numerical experiments had an AMD 1950X processor, 64GB of memory and operates on Linux (Xubuntu).
3.1. Parameter setting. Intrinsically, the method has three parameters: the maximum number of cities in a path $\text{path}_{\text{max}}$ for a direct optimisation of the paths (Line 1 of Algorithm 2), the sample size $t$ (Line 6 of Algorithm 2) and the maximal number of cities $R$ of the sub-paths optimised with the fast POPMUSIC. Moreover, Algorithm 2 requires a procedure for optimising a path between two fixed cities. For all the numerical results presented in this paper, a local search based on LK moves has been used. This procedure is a very basic one, implemented in less than 100 lines of C code. The same procedure was used in our previous work (Taillard & Helsgaun, 2019).

Preliminary results have shown that the method is most sensitive to parameter $R$. The quality of the solutions produced increases with $R$, and so do the computational time. The main goal of this work was to produce moderately good solutions to TSP instances with a short computational time. So, $R$ should be set to a relatively small value. However, it is not pertinent to set $R$ to a value (much) smaller than $\text{path}_{\text{max}}$. Indeed, there might be portions of the tour produced with Algorithm 2 that have already been optimised with $\text{path}_{\text{max}}$ cities. Our choice was to set $R = \text{path}_{\text{max}}$ so that the improvement of the tour with the fast POPMUSIC method is not marginal.

A path containing more than $\text{path}_{\text{max}}$ cities is split into $t$ portions. On the average, each portion will contain $\text{path}_{\text{max}}/t$ cities. The portions should not be too small for producing pertinent edges, once optimised. Our choice was to set $\text{path}_{\text{max}} = t^2$. The above considerations lead us to propose a method with a single parameter $t$, implicitly fixing the value of the other parameters to $t^2$.

The method is first tested for empirically evaluating the relation between the value $t$ of the parameter, the instance size, the solution quality and
the computational time. The largest problem instances commonly available have a few millions of cities. To test the method on larger instances, we have generated instances randomly on a unit square and used toroidal distances (as if the square was folded so that opposite borders are contiguous). As the asymptotic optimal length is known for such instances, it is possible to evaluate the quality of the solutions produced by our method too.

Figure 4 gives the quality of the solutions produced by the method as a function of parameter $t$ for 2D toroidal uniform instances. We see in this figure that the deviation to optimum decreases quite fast from $t = 5$ to $t = 15$ and very slowly for $t > 30$. The quality of the solutions produced is quite insensitive to the problem size.

Figure 5 gives the computational time of the method as a function of parameter $t$ for 2D toroidal uniform instances. We see in this figure that the computational time increases relatively fast with $t$. A good trade-off between computational time and solution quality is to choose the value of parameter $t$ between 10 and 20.

3.2. Computational times. The previous POPMUSIC implementation was able to produce solutions to instances with $10^7$ cities in about a couple of hours of computational time (Taillard & Helsgaun, 2019). Most of the effort for instances of this size was due to the building of the initial solution and not for its further improvement with POPMUSIC. The previous implementation used a 1-level decomposition. The size of the sample for decomposing the problem depended on the instance size $n$. The dependence was a fractional power carefully chosen according to the empirical complexity of the local search so that the resulting complexity of the whole procedure is minimised. The observed complexity of this previous implementation was about $n^{1.6}$. 

Figure 4. Quality of the solutions (expressed in % above expected optimum) produced by the method as a function of parameter $t$ for 2D toroidal instances. The size of the instances varies from $2 \cdot 10^4$ to $1.6 \cdot 10^9$ cities.
In the present work, the sample size does not depend on the instance size. Therefore, a multi-level (log \( n \)) decomposition is needed. Another difference is that POPMUSIC is truncated. There is no guarantee any more that any sub-path of \( R \) cities is locally optimal. The time spent for the improvement of the initial tour is still proportional to \( n \) as it was for the previous implementation, but it is divided by a factor of 10 to 20.

Figure 6, provides the computational time of our method as a function of the problem size for 2D toroidal instances. We provide the average time for generating the initial solution and for improving it with the fast POPMUSIC.
with parameter \( t = 15 \). So, the total time of our method is the sum of these times. This figure also includes the computational time for generating a tour and its improvement with the previous POPMUSIC implementation as well as the time for the nearest neighbour greedy procedure. For the nearest neighbour procedure and the fast POPMUSIC, \( \min(1000, \lfloor \frac{2^{31}}{n} + 1 \rfloor) \) instances were considered for each number \( n \) of cities. This figure shows that:

- the empirical time for generating an initial solution is asymptotically linearithmic, as predicted; the oscillations that can be observed for small problem instances is due to transitions in recursion level; the first, very clear transition occurs for \( t^2 = 225 \) (from a direct optimisation of the tour to a 1-level decomposition);
- the empirical time for improving the initial solution with an accelerated POPMUSIC is asymptotically linear; the non-monotonic increase that can be observed for small instances is due to changes in the number of cities in the sub-paths optimisation; for instance, up to \( n = t^2 \) there are two calls of the procedure for improving paths with \( n \) cities and for \( n = t^2 + 1 \), there are four calls of this procedure for improving paths with \( n/2 \) cities;
- the previous POPMUSIC implementation, optimising sub-paths of 50 cities, is more than 10 times slower than the accelerated POPMUSIC;
- the empirical algorithmic complexity of the nearest neighbour heuristic is very close to the \( \Theta(n^2) \) theoretical complexity.

The main limitation of our method is due to the memory required for storing the problem data and the solution. Indeed, \( 2 \times 8 \) bytes are required for storing the coordinates of a city (meaning 32GB for \( 2^{31} \approx 2 \cdot 10^9 \) cities) and a solution requires an array of 4 byte integers. In our implementation, a temporary copy of the solution is needed as well as an array for storing the assignment to the nearest city of the sample. So, at the first decomposition level, \( 32GB + 2^{31} \cdot 3 \cdot 4B = 56GB \) are required for a 2 billion cities instance. Since a "small" amount of memory is required for the recursive calls, we can conclude that the RAM of our personal computer was almost exhausted — however, without requiring memory swaps on the hard disk.

3.3. Solution quality. The optimal solution length of randomly generated instances in the unit square with toroidal distances in dimension \( D \) was estimated as \( \gamma_D \cdot n \frac{Dn}{2} \), with \( \gamma_2 = 0.7124 \pm 0.0002 \), \( \gamma_3 = 0.698 \pm 0.0003 \) and \( \gamma_4 = 0.7234 \pm 0.0003 \) by Johnson et al. (1996).

For instances with \( D = 2 \), the quality of the solutions produced by the nearest neighbour greedy procedure, by our method with \( t = 15 \) and by a 1-level recursion method with running time similar to our previous POPMUSIC implementation (setting \( t = R = 1.5 \cdot \sqrt{n} \) and \( \text{max path} = n - 1 \)) is given in Figure 7.

This figure shows that:

- for a fixed value of \( t \), the quality of the initial solution fluctuates around 16% above predicted optimum, with peaks near power of \( t \);
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<table>
<thead>
<tr>
<th>D</th>
<th>t</th>
<th>Algorithm 2</th>
<th>Algorithm 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>10</td>
<td>23.4</td>
<td>19.7</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>20.8</td>
<td>15.7</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>19.2</td>
<td>13.5</td>
</tr>
<tr>
<td>2</td>
<td>25</td>
<td>17.8</td>
<td>12.3</td>
</tr>
<tr>
<td>2</td>
<td>30</td>
<td>16.8</td>
<td>11.4</td>
</tr>
<tr>
<td>3</td>
<td>15</td>
<td>23.0</td>
<td>19.1</td>
</tr>
<tr>
<td>3</td>
<td>25</td>
<td>20.3</td>
<td>14.6</td>
</tr>
<tr>
<td>4</td>
<td>15</td>
<td>23.8</td>
<td>22.9</td>
</tr>
<tr>
<td>4</td>
<td>25</td>
<td>22.1</td>
<td>18.2</td>
</tr>
</tbody>
</table>

Table 1. Quality produced for different parameter \( t \) and different dimensions of toroidal instances, expressed in % above predicted optimum. For \( n \leq t^2 \), the instance is directly solved with a local search based on LK neighbourhood.

- for a value of \( t \) proportional to \( \sqrt{n} \), the quality of the solution increases with \( n \);
- the deviation over expected optimum is quite stable after the improvement of the initial solution by the accelerated POPMUSIC; this deviation stays between 8% and 11% over the expected optimum (a quality similar to our previous POPMUSIC implementation);
- the nearest neighbour procedure produces solutions at 21.96 ± 0.3% above predicted optimum for problem instances above 30,000 cities.

Table 1 provides the average solution quality for toroidal instances. The first column gives the dimension \( D \) of the instances. The second column gives the value of parameter \( t \). The next two columns give the quality provided by the Algorithm 2 (initial solution). On the one hand is provided the results for the worst case for this algorithm, when \( n \) is just above \( t^2 \). On the other hand is given the asymptotic behaviour observed for very large sizes. The last three columns give the results of the proposed method. First is given the average deviation over expected optimum observed for instances of size varying between \( n = 100 \) and \( n = t^2 \). For such sizes, no recursive call occurs in Algorithm 2 and the results correspond to the quality provided by the OptimisePath procedure. Then are the results when the proposed method has a single recursive call \( (n = t^2 + 1) \) and finally the asymptotic results for very large sizes.

3.4. Generating candidate edges with tour merging. The main purpose of the proposed method is for producing good candidate edges for a more elaborated local search. It is now time to analyse the ability of the method to reach this goal. For this purpose, a few classical instances of the literature for which excellent solutions are known have been considered. The size of these instances ranges from \( 10^4 \) to 744,710.

In Figure 8, we give, as a function of the number of runs of our method, the proportion of edges that are in the best solution known but that have not been produced by our method. We see in this figure that the union of
Figure 7. Quality of solutions (expressed in % above expected optimum) as a function of problem size. Uniformly distributed cities with toroidal distances in 2D. Larger and darker symbols identify the 5 typical measures given in Table 1 (line with $D = 2$ and $t = 15$).

Figure 8. Proportion of missing edges as a function of the number of fast POPMUSIC solutions generated (with $t = 15$).

50 solutions produced by the method contains more than 99.9% of the edges of the best solution known.

So, the proposed method is a very efficient one to generate good candidate edges by tour merging. The new algorithm has been integrated in the LKH TSP solver since version 2.0.9. The generation of candidate edges with the method proposed in this article can be enabled with the parameter CANDIDATE_SET_TYPE = POPMUSIC. The technical report provides more
A criticism of these results can be that, although dealing with instances of various sizes, they are all based on geometrical distances. So, the method must be tested on instances with quite different distance measures. For this purpose, the clustered TSP (CTSP) is considered. In the CTSP, each city is associated with a given cluster. All the cities of a cluster must be visited before going to a city associated with another cluster. The CTSP can be transformed into a standard TSP by adding an arbitrarily large constant $M$ to inter-cluster costs. So, if the true distance between cities $i$ and $j$ is $d_{ij}$, the distance in the TSP model is $d_{ij} + M$ if $i$ and $j$ belong to different clusters. Adding $M$ at each departure of a cluster implies that an optimal TSP tour must visit all the cities of a cluster before going to a city of another cluster. So, an optimal TSP tour defines a feasible CTSP tour. If the CTSP has $m$ clusters, then the corresponding TSP optimal solution value is $mM$ above the CTSP one.

A classical data set of 65 CTSP instances has been considered. The size of these instances ranges from 200 to 71,009. Very good solutions for these instances are available (Helsgaun, 2014). In Figure 9, we give the proportion of missing edges as a function of the number of runs of our method and the nearest neighbour heuristic starting from a random city. We see in this figure that 20 runs of our method are able to find more than 99% of the edges of the best solutions while 100 runs of nearest neighbour find only 90% of them.

We can conclude that repeated runs of our method is able to generate a very good proportion of edges appearing in excellent CTSP solutions. Let
us mention that the nearest neighbour heuristic always finds a CTSP feasible solution. This contrasts with our method that may produce unfeasible CTSP solutions. For ensuring the production of feasible CTSP solutions, our method should be modified by enforcing the selection of one city from each cluster at the first sampling. The time complexity of the nearest neighbour heuristic is $\Theta(n^2)$. It is slightly faster than our method for problem instances with $n = 1000$ cities but 30 slower for the largest instance with $n = 71,009$ cities.

4. TSP MODEL FOR OPTIMISING UNPRODUCTIVE MOVES IN MANUFACTURING

This section presents a way to model the optimisation of unproductive moves in an additive manufacturing process as a TSP. The problem occurs in the production of 3D pieces with extrusion printers. Figure 10 shows such a piece. The different colors represent different types of extrusion: external surface, filling, etc.

A piece that must be produced with a 3D printer is first sliced horizontally into a number of layers. The printer prints one layer after the other. Once a layer is printed, the head (or the support of the piece) is shifted vertically from a distance corresponding to the thickness of a layer. Then, the next layer is printed.

Practically, a layer is composed by a number of segments that must be extruded. One of these segments is specified by the $(x, y)$ coordinates of its extremities and other parameters such as the print speed, the extrusion quantity, the geometry of the segment (straight line, arc) and the type (contour, filling). A layer may be decomposed into sub-layers, for instance, if all the contour segments must be printed before the filling ones.

The problem for a (sub-)layer is to decide in which order printing each segment and which is the start extremity and the end extremity of each segment. If the coordinates of the end extremity of a segment are not the same as those of the start extremity of the next one, the extrusion head must perform a non-productive jump in the air. The non-productive moves may represent a significant proportion of the head moves. For instance, in Figure 11, the length of non-productive moves of a layer generated by the PrusaSlicer software is more than 20% of the length of the productive moves.

For some pieces, the time consumed in non-productive moves can be higher than the time for productive ones. Therefore, it is important to determine an order and a direction for each segment that minimises the time of non-productive moves.

For modelling the minimisation of non-productive time as a TSP, we propose to introduce 3 cities for each segment. Let $a, b, c$ be the cities associated with a segment and $e, f, g$ the cities associated with another segment. The
TSP distance matrix $D$ between these 6 cities can be defined as

$$D = \begin{pmatrix}
- & 0 & M & d_{ae} + p & M & d_{ag} + p \\
0 & - & 0 & M & M & M \\
M & 0 & - & d_{ce} + p & M & d_{cg} + p \\
d_{ea} + p & M & d_{ec} + p & - & 0 & M \\
M & M & M & 0 & - & 0 \\
d_{ya} + p & M & d_{yc} + p & M & 0 & - \\
\end{pmatrix}$$

where $d_{ij}$ is the Euclidean distance between the extremity $i$ of a segment and $j$ the extremity of another one, $M$ is a relatively large value (e.g. 100 times the largest distance between 2 points of the printed piece) and $p$ a penalty. Penalty $p$ is equal to:

- 0 if both segments belong to the same layer
- $M/10$ if both segments belong to adjacent layers
- $M$ if both segments belong to non-adjacent layers

To complete the model, a dummy city is added. The dummy city is located at the initial position of the extrusion head. The distance of this dummy city to all the others is $M$, but excepted for the extremities of the segments of the first and last layer.

Printing a segment means going from one of its extremities to the other. This is ensured in our TSP model for an optimal tour by the fact that the only short connections to the middle city associated with a segment (in the preceding example, the city $b$ or the city $f$) are precisely the extremities of the segment. All other cities are very far away from the middle city.

A feasible solution for 3D printing must print all the segments of a layer before starting the next layer. This is ensured in our TSP model by the penalty $p$ that has to be paid in addition to the distance between the extremities of two distinct segments. No penalty is paid if both segments belong to the same layer (accounting therefore the unproductive jump distance). A modest penalty is paid if both segments belong to adjacent layers. This corresponds to the inter-cluster penalty when transforming the CTSP into a TSP. This ensures to entirely print a layer before going to the next one. Finally, a large penalty is paid if both segments belong to different layers that are not adjacent. This ensures to print the layers in the right order (or completely in reverse order, since the TSP is symmetric).

To validate this model, we have built a TSP instance of 5 successive layers for the piece shown in Figure 10 and we have found a good TSP solution with LKH 2.0.9. Figure 12 illustrates the movements of the extrusion head for the same layer as Figure 11 with non-productive moves put in evidence. Compared to the PrusaSlicer solution, the non-productive moves have been diminished by 89% for this layer. For the whole piece, the non-productive moves can be diminished nearly by 75%.

We have remarked that the TSP instances modelling 3D extrusion printing are relatively harder to solve than instances of classical benchmarks. Indeed, even in small instances with few hundreds of cities, LKH 2.0.9 was unable to provide optimal solutions when running with standard parameter values. However, good solutions can be repeatedly found by increasing the
Figure 10. Piece of a bicycle headlamp as shown in the PrusaSlicer software.

Figure 11. A layer of a 3D extrusion printing generated by PrusaSlicer. The darker segments are the unproductive jumps. The total length of these jumps for this layer is about 740.8 mm.

number of candidate edges connecting each city from 5 (standard value) to \( \text{MAX\_CANDIDATES} = 10 \).

We have tested the LKH TSP solver on 3D extrusion instances proposed by Volpato et al. (2020). This test-bed includes eight different parts. The
Figure 12. A layer of a 3D extrusion printing optimised with a TSP model. The total length of unproductive jumps for this layer is about 84.5 mm.

<table>
<thead>
<tr>
<th>Instance</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>4338</td>
<td>5427</td>
<td>4503</td>
<td>3669</td>
<td>13359</td>
<td>6606</td>
<td>6066</td>
<td>10872</td>
</tr>
<tr>
<td>Difference (%)</td>
<td>-0.4</td>
<td>0.6</td>
<td>0.7</td>
<td>0.7</td>
<td>-0.8</td>
<td>0.1</td>
<td>1.4</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Table 2. Improvement in unproductive move length of LKH TSP solver when enabling \texttt{CANDIDATE\_SET\_TYPE = POPMUSIC} parameter. Extrusion head cleaned every two layers. Positive values indicate LKH produces better solutions with POPMUSIC candidates.

layers of these instances are decomposed into two sub-layers: contour and raster filling.

For 3D printing instances, the distance data must be given explicitly in LKH TSP solver. So, to limit the size of the instances, we have considered only the instances where the extrusion head must be cleaned every two layers. Since the head is cleaned at a given position, the problem can be decomposed into independent instances containing only two layers. Table 2 provides the relative difference (%) of unproductive length when the LKH TSP solver is run with \texttt{CANDIDATE\_SET\_TYPE = POPMUSIC} parameter. We see in this table that the influence of the candidate edges set selection procedure is not significant for such instances.

The Figure 13 illustrates two layers of a solution obtained by a TSP model. Note that the instance is not provided with the detailed zigzag path for raster filling. The lasts are merely given by a single segment, drawn with a straight line in this figure.

The constraint of printing all the contour segments (close loop) before filling the solid parts is somewhat arbitrary. So, we have generated detailed
filling segments (crossing at 90° from one layer to the next) for the parts corresponding to the instances of Volpato et al. (2020). The instances are solved by taking into account the raster filling only. The rationale is that the first time the head crosses a contour segment, it can print the contour before printing the raster segment without an increase in the length of non-productive moves. All the raster segments generated for a layer are parallel and disjoints. So, connecting all of them implies non-productive moves whose length is near half the contour length.

The Figure 14 illustrates the solution obtained for the same part as the Figure 13.

Two ad-hoc heuristic methods are proposed in Volpato et al. (2020) for solving the minimisation of unproductive moves in 3D extrusion printing. These methods are shown to improve the repositioning distance of the extrusion head by 43% to 63%. Table 3 reports the reduction in path length
A LINEARITHMIC HEURISTIC FOR THE TRAVELLING SALESMAN PROBLEM

<table>
<thead>
<tr>
<th>Instance</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>2574</td>
<td>2997</td>
<td>3159</td>
<td>3516</td>
<td>6696</td>
<td>4122</td>
<td>6834</td>
<td>6513</td>
</tr>
<tr>
<td>Method 1</td>
<td>8.8</td>
<td>30.2</td>
<td>24.0</td>
<td>4.6</td>
<td>38.9</td>
<td>20.8</td>
<td>24.3</td>
<td>11.7</td>
</tr>
<tr>
<td>Method 2</td>
<td>6.9</td>
<td>24.6</td>
<td>22.4</td>
<td>1.4</td>
<td>29.7</td>
<td>11.4</td>
<td>15.6</td>
<td>9.6</td>
</tr>
</tbody>
</table>

Table 3. Relative improvement of the length of non-productive moves (%) by solving a raster-filling TSP model with LKH TSP solver compared to Method 1 and 2 of Volpato et al. Extrusion head cleaned every two layers. The new TSP model produces better solutions for all instances.

(%) compared to methods 1 and 2 of Volpato et al. (2020). We see that the improvements can be relatively substantial for most of the parts. For Instance 4, the improvement is not that important, which may be surprising while comparing the reposition moves of figures 13 and 14. This is due to the fact that the length connecting two raster segments is taken into account in the raster filling model while it is not taken into account in the contour + zigzag raster filling.

The TSP instances deriving from 3D extrusion printing are pathological for the fast heuristic proposed in this article. Acceptable solutions were obtained when the number of layers is limited, but this is not true with hundreds of layers (and several hundred-thousands of cities). An explanation is that the decomposition process is not accurate when the number of layers is large. Indeed, 1/3 of the cities, corresponding to "middle" of segments, are connected with the same distance, M, to all the other cities but excepted for the extremities of the segment. So, at line 9 of the Algorithm 2, most of the cities are inserted after an arbitrary city of the sample (in our implementation: the first of the sample). The resulting tour does not respect the constraint that all the segments of a layer must be printed before printing the next layer. This explains the counter performance of our method for this type of instances.

Notice that good solutions are not difficult to obtain. A POPMUSIC method optimising a few layers at a time works well, as soon as the initial solution is already partially sorted, with all the points of a layer being placed before the points of the next layer. For instance, the results presented in Tables 2 and 3 were obtained with a relatively limited computational effort by exploiting the fact that the head has to go to a cleaning point every two layers. So, it is possible to solve a few hundred of small, independent TSP instances instead of a single, large one.

5. Conclusion

This work proposes a method for generating moderately good TSP solutions in $n \log n$. The method does not require assumptions about the problem structure. For the first time, to our knowledge, instances with more than 2 billion of cities have been tackled with a metaheuristic. The method can be used for generating good candidate edges for advanced local searches. It is shown on classical TSP and CTSP instances in the literature that a high proportion of the edges of the best solutions known can be obtained.
with a few dozens of runs of our method. The LKH TSP Solver release 2.0.9 includes the proposed method for generating candidate edges sets.

Since the method evaluates the distance between a limited set of city pairs, it is evident that pathological instances exist for this method. The article introduces a new way to model a manufacturing process under a standard TSP. It is analysed why large TSP instances derived from this additive manufacturing process are ill-conditioned. Experiments with 3D printing instances containing few layers show that important production gains are still possible, compared to methods recently proposed.

Future works should study how to solve more efficiently and faster these TSP instances. Indeed, additive manufacturing is increasingly used, but the process is quite slow. Printing a single part can take several hours. The proportion of the time spent by the printing head in non-productive moves can be significant.
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